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Motivation

« Kernel bypass TCP stacks offer high performance

= Clean-slate design
= Benefit from fast packet 1/0 like DPDK
= Optimization for specific workloads like RPCs

« These are great, but can we use those stacks in practice?



Everybody “loves” TCP

« Compatibility of apps, peers and middleboxes

-

~

HTTP ~ ™\ HTTP
TCP ¢ TCP p  TCP
P +—E P %—+ P % P %» P
Ethernet Ethernet Ethernet Ethernet Ethernet
% )L J U L VRN Y,
Web server Router middlebox Router Web client




Everybody “loves” TCP

 Cloud/datacenter apps also use TCP (and middleboxes)

O
8’: |||Ll
Ci I|Um
-~ ™ cQJ)envoy  AmazonELB e N\
HTTP ~ ~ HTTP

TCP TCP » TCP

<
P —E P %— P % P %» P
Ethernet Ethernet Ethernet

| j L J & Ethernet j L J k Ethernet L

Compute/storage  (virtual) Router Middlebox (virtual) Router Compute/storage
nodes, backends nodes, frontends




Kernel-bypass TCP stacks

 Criticisms of kernel TCP:
= Small messages (e.g., RPCs)
= Large number of connections (e.g., CI0K/M)
= Multiple CPU cores

« TCP/IP on top of fast packet 1/0 App
= mTCP [NsDI'14], F-Stack, IX [0sDr14], TCP/IP
TAS [EuroSys'17], Demikernel [sosp21], user | AW packet I/0
to name a few EGV;”GINIC """""""""




Building a practical stack in reality

« TCP has many extensions
= With and without RFCs (e.g., [1])

« Kernel TCP stack has long been evolved
= e.g., 5-25% LoC modification each year [2]

« Creating a practical stack needs community support
= At least that for many, not hyperscalers

What stack could we pick or build?

[1] Cheng et. al., “Making Linux TCP Fast”, Netdev 2016
[2] Pismenny et. al., “Autonomous NIC offload”, ASPLOS'21



Problem:

We don’t know how proposed stacks perform in various
workloads and compare to each other

Limited comparison and workload when a new stack is proposed, likely
due to difficulty of running existing ones.

“Hacking into these problems will take an unexpected amount of engineering effort with
rather limited community support. Hence, building a new user-space TCP from scratch can be
actually more time-saving.” - Deploying User-space TCP at Cloud Scale with Luna, USENIX ATC’23



Contributions

« This paper addresses those problems:

= We compare 6 existing stacks with exactly same application,
hardware and workloads
= We provide third-party experience of using or fixing existing stacks

There is no single stack that always performs the best



Methodology

e Server: minimum HTTP server
= Optimized for individual stacks

 Client: ordinary wrk/Linux

= slight modification for multicore scalability
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Stack selection

 Based on the architecture
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Stack selection

 Based on the architecture

Architecture API TCP impl. Use by author(s) Use w/o author(s)
mTCP [32] App-stack thread pairon  Socket-like (no  Custom Up to 8 KB data and 8 Up to 8 KB data or 24 cores [3,
the same core semantics) cores [32, 31, 50, 38] 41,7, 36, 81]
F-Stack [16]  App-level processing in Event callback  FreeBSD - Up to 8 KB data [57, 81], 8
the stack thread to the stack cores [10] or 64 conns. [58]
IX [7] App-level processing in Packet-level 1wIP [19] Up to 8 KB data [38] Up to 64 B data [36],4 KB w/ 8
the stack thread TX/RX buffers cores [81] or low data rate [41]
TAS [36] Dedicated threads for Socket-like Custom Up to 2K B data and 24 Up to 0.3 MRegs with high
TCP data path cores [36, 72, 75] overhead apps [41]
Demikernel  App-level processing in Packet-level Custom Upto 16 conns. [64] and  Up to 64 conns. [58]

[80]

the stack thread in Rust

TX/RX buffers

256 K B data [80, 15]




Large send
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ldle-time small-message latency

« Demikernel does the best job for very small messages

Latency [ps]
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Connection scalability

« |X performs the best B Lnux  EEE F-Stack X
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Multicore scalability

« TAS performs the best B Lnux  mem F-Stack X

B mTCP e TAS
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Discussion

« How to profile/analyze kernel-bypass stacks?

= Perf-like tools require code knowledge
= NSight [Nsprr22] would be useful

* Should we enhance kernel or kernel-bypass stack?
= Low connection scalability with Linux and F-Stack is prohibiting
= Run-to-completion would be unsuitable for efficient ack-clocking

More discussion in the paper



Conclusion

e No stacks serve all the workloads well

Best bulk transfer
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1 Introduction

As network speeds rise, while CPU speeds stay stagnant,
TCP packet processing efficiency is becoming ever more im-
portant. Many data center applications require low-latency
and high-throughput network access to deliver remote proce-
dure calls (RPCs). At the same time, they rely on the lossless,
in-order delivery properties provided by TCP. To provide this
convenience, software TCP stacks consume an increasing
fraction of CPU resources to process network packets.



